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Abstract

As AI technology advances rapidly, concerns over
the risks of bigness in digital markets are also
growing. The EU’s Digital Markets Act (DMA)
aims to address these risks. Still, the current
framework may not adequately cover generative
AI systems that could become gateways for AI-
based services. This paper argues for integrating
certain AI software as “core platform services”
and classifying certain developers as gatekeepers
under the DMA. We also propose an assessment
of gatekeeper obligations to ensure they cover
generative AI services. As the EU considers
generative AI-specific rules and possible DMA
amendments, this paper provides insights towards
diversity and openness in generative AI services.

1. Introduction
The European Union’s (EU) response to “bigness” (Bran-
deis, 1934; Wu, 2018) in digital markets goes beyond tra-
ditional antitrust and competition law enforcement. Under
EU competition law, large companies have not been viewed
as inherently problematic. However, there is an increasing
concern that “a few large platforms increasingly act as gate-
ways or gatekeepers between business users and end users
and enjoy an entrenched and durable position, often as a
result of the creation of conglomerate ecosystems around
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their core platform services, which reinforces existing entry
barriers.” (European Commission, 2020). According to the
European Commission, these entrenched positions lead to
unfair behaviour vis-à-vis business users of these platforms,
as well as reduced innovation and contestability in core
platform services.

These concerns culminated in the creation of a new Euro-
pean regulation that goes beyond traditional competition law
rules: the Digital Markets Act (DMA). The DMA is set up to
counteract platform size and gatekeeping rather than abuse
of dominance or monopoly power that competition/antitrust
laws target. It aims to address the shortcomings of competi-
tion law in keeping the entry barriers low and ensuring fair
game between “gatekeepers” and their smaller rivals that de-
pend on gatekeepers’ services. The regulation covers some
well-established platform services like operating systems,
messaging platforms, and online advertising.

The DMA has been applauded by many who are concerned
about the rise of large digital platforms. It has also been
criticised because it may no longer be possible to inject
diversity into digital markets once certain players have be-
come squarely entrenched. This is a concern that we share.
The DMA is silent on AI, but we observe that gatekeepers
are starting to emerge in generative AI applications. The
DMA provides an opportunity to maintain a fair and diverse
space for AI applications before a few large players become
entrenched and durable. There is now political momentum
in both the EU and the US to address the emergence of
generative AI gatekeepers (Vestager, 2023; Subcommittee
on Privacy, Technology, and the Law, 2023)

This paper argues that the generative AI industry should
be directly addressed in the DMA. In particular, we argue
that generative AI services should be integrated into the
DMA’s list of core platform services. We show that certain
generative AI services embody gatekeeper characteristics in
the sense of the DMA. While certain use cases of generative
AI might indirectly fall under the DMA’s current list of
core platform services, there are complex ways in which
generative AI services may act as gatekeepers in their own
right. Among those, we highlight the gatekeeping potential



of generative AI service providers due to: (i) computing
power, (ii) early mover advantages, and (iii) data resources
and integrated systems. We conclude with a discussion on
how the DMA could be amended to ensure contestability
and fairness in the market for generative AI services.

2. Gatekeepers and the DMA
The DMA came into force around the same time as the Dig-
ital Services Act, which regulates platform accountability
and content moderation. Both regulations impose specific
obligations on companies above certain size thresholds, al-
beit framed and described differently. The EU is also about
to finalise its AI Act, which adopts a risk-based approach. It
outright prohibits certain AI applications that bear unaccept-
able risks to people’s safety, and introduces transparency
and accountability rules for high-risk applications.

The DMA targets “gatekeeper” companies, which is defined
under Article 3(1) as an undertaking that: (i) “has a signif-
icant impact on the [EU’s] internal market”, (ii) “provides
a core platform service which is an important gateway for
business users to reach end-users”, and (iii) “enjoys an en-
trenched and durable position in its operations, or it is fore-
seeable that it will enjoy such a position in the near future.”

The current list of “core platform services” provided in
Article 2(2) covers ten established digital services, such as
operating systems, web browsers, and social networking. It
does not explicitly cover generative AI services. In the rest
of this paper, we bring forward ways in which generative
AI can be provided as a platform service and argue for its
explicit integration into the DMA.

3. Platformization of AI
The DMA applies to core platform services. Although some
companies are likely to offer AI only as a product, another
potentially effective route to profit is to provide generative
AI as a platform. For example, OpenAI has created several
large foundation models (e.g., GPT-4 and DALL-E) that
can serve as the basis for a wide range of applications. The
company began to monetize these foundational models in
different ways, including: (i) by releasing some models
directly to the public (e.g., ChatGPT) using a “freemium”
business model, and (ii) by offering API access to its mod-
els and enabling the development of applications built on
top of them. The latter allows organizations to integrate
OpenAI’s models into their own products, which they then
provide to the public. To the extent generative AI applica-
tions are provided as a platform, they can be brought within
the remit of the DMA.

4. Emergence of Gatekeepers in Generative AI
The generative AI industry is already driven by a small
number of companies, notably OpenAI, Google, Microsoft,
and Meta, who hold a significant competitive advantage
due to their extensive data resources, specialized hardware
architectures, vertical integration, network effects, financial
clout, know-how, and early-mover advantage. While some
of these advantages are specific to AI applications, such
as specialized hardware architectures, most—such as data
resources, financial clout, network effects, integration and
the importance of early movers—have been present in dig-
ital markets in general and given rise to the gatekeeping
positions that the DMA now seeks to address (European
Commission, 2020). Without regulatory intervention, these
significant advantages will likely turn into entrenched posi-
tions in generative AI services, as they have in other digital
markets.

Computing Power in the Hands of a Few: While the
cost of fine-tuning large generative AI models is decreasing,
achieving state-of-the-art performance still requires a high
budget, thus creating an entry barrier for potential players
and inhibiting diversity and market growth. This entry bar-
rier disproportionately affects smaller companies, public
institutions, and universities, who often lack the financial
resources to establish independent large-scale generative AI
systems. Consequently, the concentration of cutting-edge
computing power and expertise in the hands of a few players
risks limiting player diversity and stifling innovation within
the generative AI industry.

Early Mover Advantage: Early movers’ head start, like
OpenAI and DeepMind, in developing generative AI sys-
tems may also lead to entrenched positions. Early movers
currently face the challenge of determining whether they
should make their AI systems available as open source (Vin-
cent, 2023). However, even if they do, such open-source
versions often come with strings attached to enable mone-
tization, which was the core dispute in the European Com-
mission’s Google Android case in the context of mobile
operating systems (European Commission, 2022). In any
case, monetization is now becoming increasingly common
for developers (Dastin et al., 2023).

Data Resources and Integrated Systems: A new trend
in generative AI systems is the recent influx of integrated
services: search engines integrate LLMs, personal as-
sistants, note-taking, editing, creative tasks automation,
video-editing applications, or generative AI-augmented
search (Reid, 2023). As integrated systems that use genera-
tive AI become ubiquitous, their convenience and potential
for creative endeavours trade off with user autonomy. Mean-
while, platform tendency for integration and the associated
loss of user autonomy is not new: Google, Microsoft and
Apple have all pushed for integrated systems in their now-



established services. Furthermore, large players may benefit
from both existing troves of data from legacy applications
(e.g., Google from G-suite users), as well as data generated
as users interact with AI applications (through prompts and
other inputs). The more popular an application is, the more
it will benefit from human feedback, which creates feedback
loops associated with network effects—another factor moti-
vating the DMA. As a result of service and data integration,
it becomes increasingly difficult for a user to switch between
platforms and transport their data and projects. The DMA
specifically prohibits data and service integration across
different offerings of core platform services (e.g., Article
5(2)(b) and 5(8)). However, as mentioned above, this list
does not include any generative AI applications.

5. Contestability and Fairness in the
Generative AI Industry

The potential harms of AI have been discussed for years, but
the current race toward generative AI enhancement might
lead to the emergence of a few large players at the expense
of contestability and fairness in the generative AI industry.
The draft AI Act and the DMA do not directly address this
problem.

Certain cases of generative AI applications might indirectly
fall within the remit of the DMA when gatekeepers inte-
grate proprietary or third-party generative AI into their core
platform services. However, such indirect application falls
short of addressing our concerns. The DMA’s gatekeeper
obligations that are designed to counteract contestability and
fairness issues will not apply to their generative AI offering
when it is provided as a standalone platform service.

There is evidence that unfair practices are already emerging
in generative AI. For example, Microsoft has reportedly
threatened to cut off the access of at least two of its search
index business customers that were building their own gen-
erative AI tools using data from the search index (Nylen
& Bass, 2023). Such behavior appears to be intended to
weaken the contestability of Microsoft’s own generative
AI offering by denying potential competitors the key input
factor of data. Such practices are exactly what the DMA
aims to eliminate, but they are currently not caught by the
regulation. Generative AI providers remain free to leverage
their superior bargaining power to engage in such unfair
practices, and their already considerable economic power to
prevent contestability.

The DMA provides an opportunity to address contestability
and fairness issues in the generative AI industry by designat-
ing certain AI software as core platform services and certain
developers as gatekeepers. An initial assessment of gate-
keeper obligations under the DMA (Articles 5-6-7) reveals
that some of them would already apply to generative AI sys-

tems. For example, under Article 6(2), gatekeepers are pre-
vented from using, in competition with their business users,
the data generated by business users of their core platform
services and by these businesses’ customers. This provision
would prevent generative AI gatekeepers from free-riding on
data produced by businesses relying on their API to provide
downstream applications, either in generative AI verticals
or other industries. Similarly, a generative AI gatekeeper
would be prevented from forcing business users to rely on its
own identification services, web browser engine, payment
service, or other technical services, for services provided
using the gatekeeper’s generative AI under Article 5(7). A
similar provision under Article 5(8) would prevent genera-
tive AI gatekeepers from forcing businesses and end users
to subscribe to or register with any of its other core platform
services as a condition to use its generative AI service.

The DMA can thus support contestability and innovation in
AI systems, promoting the development of a more diverse
and accessible generative AI market.

In conclusion, this paper presents a set of proposals to
amend the DMA to prevent the emergence of entrenched po-
sitions and to address potential harms related to gatekeeping
in the generative AI industry.
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